# SAMPLE DISTRIBUTION OF AGRICULTURAL STATISTICS: A CASE STUDY IN SOUTHEASTERN BRAZIL 


#### Abstract

Francisco Alberto PINO ${ }^{1}$ - ABSTRACT: The probability distributions of some agricultural variables, namely planted or cultivated area, number of plants, plant stand (number of plants per hectare), production and productivity or yield (production per hectare), were studied and characterized, using census data. The hypothesis of normality was rejected for all variables and all cultivations. The main transformation to normality showed to be the logarithmic, followed by root transformations. An archetypal distribution was suggested for planted area: defined for non-negative values, heavy tail at right, mean > median > mode. It is shown to be relevant for planted area itself ( $91 \%$ of the cases), number of plants ( $87 \%$ ) and production ( $85 \%$ ), a little less for plant stand ( $60 \%$ ) and yield (48\%). - KEYWORDS: Test for normality; Box-Cox transformation; skewness and kurtosis; agricultural data.


## 1 Introduction

Assuming a positivist approach, the scientific method comprises, among other points, the formulation of scientific hypotheses, testable predictions, data collection (observations not necessarily quantitative) and hypotheses testing. Although a scientific hypothesis must not be a statistical hypothesis, nor the data and the tests must be statistical, it is true that Statistics, as a branch of Mathematics, has been developed essentially to deal with scientific method (it can be used also in practical applications). Therefore, currently, natural science (biological and physical) use statistical methods to obtain data (experimentally or surveying an existing situation) and to analyze data (mainly through parameter estimation, modelling and hypothesis testing).

Any statistical method is based on a set of statements or conditions that are imagined to be true (assumptions, postulates, axioms). If one of these assumptions is not true, such method should not be used, because it will lead to erroneous results, invalid conclusions and spurious interpretations. This has to do with the rudiments of statistical methods use and, by extension, the use of the scientific method.

However, not always a scientist has enough knowledge to deal with such question of invalid assumptions. Moreover, sometimes it is not a scientist, but a technician working in a company who need to get results, who cannot afford to invest a lot of time to resolve the question of an unsatisfied premise. Thus, there are some papers in the literature showing

[^0]more or less general solutions for what to do when a given assumption is not satisfied. This greatly facilitates the work of scientists and applied technicians.

To know the shape of a random variable probability distribution is essential in the maximum likelihood estimation. The assumption that this distribution is normal (or Gaussian) is required in the estimation of parameters by least squares method, and it is fundamental in some hypothesis tests (such as the Student t test and $F$ test), in the analysis of variance, and when comparing groups for statistical differences. Non-normality is also associated to the asymmetry of distribution when the location measurements (mean, median and mode) fail to coincide, as well as in the cases of heteroscedasticity or lack of homogeneity of variances.

Attempts to explain the subject to nonspecialists appear in Indrayan (2014) and Lee (2007). Non-normality is showed to be a relevant concern in biological and medical studies data ${ }^{2}$, as well as in other fields, like engineering, cosmology, meteorology and geology ${ }^{3}$.

Agricultural variables constitute an important field where normal distribution may not be true, due to restrictions on the values that observations can assume: a) planted or cultivated area (also known as acreage) is positive real; b) agricultural production (also known as output) and productivity or yield (production per hectare) are non-negative real; c) number of plants, as well as plant stand (number of plants per hectare), are positive integers. Furthermore, two of these variables are defined as the ratio of two of the others, namely:
a) The productivity or field crop yield is calculated as the production (output, yield) divided by the planted area;
b) The plant stand is calculated as the number of plants divided by the planted area and it depends on the plant spacing.
If the production and the cultivated area are normal, then the productivity will follow a Cauchy distribution, with infinite mean and variance, which is unacceptable for productivity. Similarly, if the number of plants and the cultivated area are normal, then the plant stand will follow a Cauchy distribution, which is also unacceptable. In summa, if two of the variables in a ratio are normal, the third one will not be normal.

The non-normality of agricultural productivity or field crop yield (production per hectare) and related statistics has been tested and eventually demonstrated in different situations by several authors ${ }^{4}$, using data on a small number of agricultural products, like cotton, corn, oats, soybeans and potatoes yields, as well as milk production. Three classical studies established the basis for discussion. Day (1965) showed that in general: a) the distribution of field crop yields are non-normal nor lognormal; b) "the degree of skewness and kurtosis depends upon the specific crop and on the amount of available nutrients"; c) "mode or median estimates of yields may be preferred to mean estimates".

[^1]According to Taylor (1984): a) "there appear to be few cases in agriculture where one can appeal to the Central Limit Theorem in order to theoretically justify a normal distribution"; b) generally, we cannot use theoretical arguments to establish that variables like weather, crop yield, gross returns, or equipment failure follow a common distribution like lognormal, Gamma, Beta, Poisson or normal; c) "with many agricultural relationships an independent variable may influence the parameters of the probability distribution function of a dependent variable", but not its functional form, e.g., "the fertilization rate may influence the moments of a crop yield" distribution, but the form of the distribution may not be conditional on the fertilization. Finally, Nelson and Preckel (1989) proposed the conditional beta distribution "as a parametric model of the probability distribution of agricultural output" ${ }^{5}$. According to the authors, "this distribution is consistent with agronomic models of field crop production, and it is supported by previous research on the distribution of field crop yields". The beta distribution allows a flexibility to model the fact that field crop yield varies from zero to a given maximum value, depending on the plant genetic potential, as well as to allow the yield distribution to be right or left skewed.

Several procedures have been used or suggested to deal with non-normality and related problems in agricultural studies, such as arc sine transformation, inverse hyperbolic sine transformation, hyperbolic tangent transformation, logarithmic transformation, non-linear Bayesian models, and non-parametric procedures ${ }^{6}$. These examples represent a small sample of non-normality cases in different scientific fields, particularly in agronomical issues.

### 1.1 Objectives

The general purpose of this paper is the study and characterization of probability distributions of the following agronomical variables: cultivated area, plant stand, number of plants, production and crop yield. The specific aim is to apply the non-normality tests and to find the best lambda for Box-Cox transformation over farm data on a set of many different crops.

## 2 Material and Methods

Data from an agricultural census were used rather than from a sample survey, to avoid sampling errors and the complexity of sampling schemes ${ }^{7}$. The first agricultural census in the $21^{\text {st }}$ century in the state of Sao Paulo, Brazil, described by Torres et al. (2009), provided the data about 129 crops or crop groups, each one with at least 50 observations ${ }^{8}$.

[^2]The null hypothesis of normality was tested by Shapiro-Wilk, Kolmogorov-Smirnov, Cramer-von Mises and Anderson-Darling tests ${ }^{9}$. The best value for Box-Cox transformation lambda parameter (BOX and COX, 1964) may be chosen by a maximum likelihood criterion (DRAPER and SMITH, 1981, p. 225-226; SAS, 2008). Eventually, the most convenient value may be used, provided that this value is within the confidence interval. Conventionally, we adopted the following decreasing order of convenience (SAS, 2008): $\lambda=1.0 ; \lambda=0.0 ; \lambda=0.5 ; \lambda=-1.0 ; \lambda=-0.5 ; \lambda=2.0 ; \lambda=-2.0 ;$ $\lambda=3.0 ; \lambda=-3.0$. Calculations were done by procedures UNIVARIATE and TRANSREG from SAS ${ }^{\circledR}$ - Statistical Analysis Software (SAS, 2008, 2010; LaLONDE, 2012).

## 3 Results

Cultivated area data were available for every crop, but production and yield data were not available for horticulture crops, crop groups and plant nurseries; moreover, number of plants and plant stand were available only for perennial crops.

A warning on the mode estimated values: when observed data distribution present more than one maximum peak, the computer software takes the first one as being the mode, resulting low values. Therefore, in this paper mode estimates were considered valid only when they have approximately the same order as the mean and the median.

The hypothesis of normality was rejected at $1 \%$ significance level in all the tests, for all the variables and all the crops with 50 or more observations ${ }^{10}$. The best (or more convenient) value for Box-Cox transformation $\lambda$ parameter resulted to be different for each variable or culture (Tables 1, 2, 3, 4): the value was $\lambda=0$ for cultivated area ( $53 \%$ of crops) and number of plants ( $47 \%$ ), but $\lambda>0$ for productivity or yield ( $87 \%$ ), production (77\%), and plant stand (40\%).

The values of $\lambda$ were concentrated in a narrow interval around zero for cultivated area, between -0.1 and 0.1 , and a little more spread for plant stand, between -0.3 and 0.3 (Figure 1). On the other hand, the values of $\lambda$ were concentrated in a positive interval for number of plants, between 0.0 and 0.2 , for production, between 0.1 and 0.3 , and for productivity or yield, between 0.25 and 0.75 .

[^3]Table 1 - Best/more convenient value of lambda in Box-Cox transformation to normality, for each variable and crop, state of Sao Paulo, Brazil, 2007/08

| Species | Crop | Cultivated area | Plant stand | Number of plants | Production | Yield |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\overline{\text { Agaricus spp. }}$ | Mushroom | 0.0 | $\ldots$ | ... |  |  |
| Allium сера L. | Onion | 0.1 | ... | ... | 0.2 | 1.00 |
| Allium fistulosum L. | Scallion | -0.3 | ... | ... | ... | ... |
| Allium sativum L. | Garlic | -0.2 | ... | $\ldots$ | $\ldots$ |  |
| Anacardium occidentale L. | Cashew | 0.4/0.5 | 0.0 | 0.2 | 0.2 | 0.25 |
| Ananas comosus (L.) Merr. | Pineapple | 0.1 |  |  | 0.2 | 0.25 |
| Annona spp. | Custard apple | 0.1 | 0.3 | 0.1/0.0 | 0.3 | 0.50 |
| Arachis hypogaea L. | Peanut | 0.1 | ... |  | 0.1 | 0.50 |
| Araucaria angustifolia (Bertol.) | Parana pine | -0.2 | -0.1 | -0.2 | 0.2 | 0.25 |
| Kuntze |  |  |  |  |  |  |
| Arracacia xanthorrhiza Bancr. | White carrot | 0.0 | $\ldots$ | ... | 0.2 | 0.50 |
| Avena sativa L. | Oats | 0.0 | ... | $\ldots$ | 0.1 | 0.25 |
| Averrhoa carambola L. | Star-fruit | 0.3 | 0.0 | 0.6/0.5 | 0.3 | 0.50 |
| Bactris gasipaes Kunth | Peach-palm | 0.0 | ... | ... | 0.1 | 0.25 |
| Bambuseae Kunth ex Dumort (tribo) | Bamboo | -0.1/0.0 | 0.0 | 0.0 | ... | ... |
| Beta vulgaris L. | Swiss chard | 0.0 | ... | ... | ... | $\ldots$ |
| Beta vulgaris L. subsp. vulgaris | Beet | 0.0 | $\ldots$ | ... | $\ldots$ |  |
| Bixa orellana L. | Annatto | 0.4 | 0.1/0.0 | 0.3 | 0.2 | 0.25 |
| Brachiaria spp. | Brachiaria (signalgrass) | 0.0 | ... | ... | ... | ... |
| Brassica oleracea L. var. acephala | Kale | -0.1 | ... | ... | ... | $\ldots$ |
| Brassica oleracea L. var. botrytis cauliflora | Cauliflower | 0.0 | ... | ... | $\cdots$ | $\ldots$ |
| Brassica oleracea L., var. italica | Broccoli | 0.0 | $\ldots$ | ... | $\ldots$ | $\ldots$ |
| Brassica oleracea L.var. capitata | Cabbage | 0.0 | ... | $\ldots$ | 0.2 | 0.50 |
| Capsicum annuит L. | Sweet pepper | -0.2 | $\ldots$ | ... | -0.2 | 0.50 |
| Capsicum spp. | Pepper | -0.2 | $\ldots$ | ... | ... |  |
| Carica papaya L. | Papaya | 0.1/0.0 | $\ldots$ | $\ldots$ | 0.1/0.0 | 0.00 |
| Cichorium endivia L . | Endive | -0.2 | ... | ... | ... | ... |
| Citrullus lanatus (Thunb.) Matsum. \& Nakai | Watermelon | 0.2 | ... | $\cdots$ | 0.2 | 0.25 |
| Citrus aurantifolia (Christm. et Panz.) Swingle | Sweet lime | 0.0 | -0.1/0.0 | -0.1/0.0 | 0.2 | 0.50 |
| Citrus aurantium L. | Bitter orange (sour orange) | 0.0 | -0.2 | 0.1/0.0 | 0.1 | 0.25 |
| Citrus hybridum | Tangor | 0.0 | 0.0 | -0.1/0.0 | 0.2 | 0.75 |
| Citrus reticulata Blanco | Tangerine | 0.0 | -0.3 | 0.0 | 0.2 | 0.50 |
| Citrus sinensis Pers | Orange | 0.0 | -0.3 | 0.0 | 0.2 | 0.75 |
| Citrus spp. | Lemon | 0.1 | 0.1 | 0.1 | 0.3 | 0.50 |
| Cocos nucifera L. | Coconut | 0.0 | 0.1/0.0 | 0.0 | ... | ... |
| Coffea spp. | Coffee | 0.0 | 0.1 | 0.0 | 0.2 | 0.50 |
| Colocasia antiquorum Schott | Yam | 0.1 | ... | ... | 0.2 | 1.00 |
| Crotalaria juncea L. | Brown hemp (Indian hemp, Madras hemp, or sunn hemp) | 0.0 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| Cucumis anguria L . | Bur cucumber (West Indian gourd) | -0.1/0.0 | $\ldots$ | $\ldots$ | ... | $\ldots$ |
| Cucumis sativus L. | Cucumber | -0.2 | $\ldots$ | ... | $-0.2$ | -0.25 |
| Cucurbita spp. | Pumpkin | -0.1 | $\ldots$ | $\ldots$ | 0.0 | 0.25 |

Table 2 - Best/more convenient value of lambda in Box-Cox transformation to normality, for each variable and crop, state of Sao Paulo, Brazil, 2007/08

| Species | Crop | Cultivated area | Plant stand | Number of plants | Production | Yield |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cynara cardunculus L. var. scolymus | Artichoke | 0.1/0.0 | $\ldots$ | ... | $\ldots$ | $\ldots$ |
| Daucus carota L. | Carrot | 0.0 | ... | ... | 0.2 | 0.50 |
| Diospyros kaki Thunb. | Kaki | 0.0 | 0.0 | 0.1/0.0 | 0.2 | 0.75 |
| Eriobotrya japonica (Thunb.) Lindl. | Loquat <br> (Japanese plum) | 0.3 | -0.1/0.0 | 0.1/0.0 | 0.2 | 0.50 |
| Eucalyptus spp. | Eucalyptus | -0.1 | 0.4 | -0.1 | 0.0 | 0.25 |
| Euterpe edulis Mart. | Palm heart | -0.1 |  |  | 0.1 | 0.00 |
| Ficus carica L. | Fig | 0.3 | 0.6/0.5 | 0.3 | 0.4 | $\begin{gathered} 0.75 / 0 . \\ 50 \end{gathered}$ |
| Fragaria vesca L. | Strawberry | -0.1 | ... | ... | $\ldots$ | ... |
| Glycine hispida Maxim. | Soybean | 0.0 | ... | $\ldots$ | 0.0 | 0.50 |
| Gossypium sp. | Cotton | -0.1 | ... | $\ldots$ | 0.1 | 0.75 |
| Helianthus annuus L. | Sunflower | 0.0 | $\ldots$ | $\ldots$ | 0.1 | 0.25 |
| Hevea brasiliensis (Willd. ex | Rubber tree | 0.0 | -0.3 | 0.0 | 0.2 | 0.25 |
| Hibiscus esculentus L. | Okra | -0.1 | ... | ... | 0.0 | 0.25 |
| Hyparrhenia rufa (Nees) Stapf | Thatching grass | 0.0 | $\ldots$ | ... | ... |  |
| Ipomoea batatas (L.) Lam. | Sweet potato | 0.0 | ... | ... | 0.1 | 0.50 |
| Lactuca sativa L. | Lettuce | 0.0 | $\ldots$ |  |  |  |
| Litchi chinensis Sonn. | Litchi | 0.0 | 0.0 | 0.0 | 0.2 | 0.25 |
| Luffa cylindrica M.Roem. | Luffa (loofah) | 0.0 | $\ldots$ | ... | ... | ... |
| Macadamia spp. | Macadamia nut | 0.1 | -0.3 | 0.1 | 0.0 | 0.00 |
| Malpighia glabra L. L. | Barbados cherry | 0.0 | 0.2 | 0.0 | 0.2 | 0.50 |
| Mangifera indica L . | Mango | 0.1 | -0.3 | 0.1 | 0.2 | 0.50 |
| Manihot utilissima Pohl | Manioc (cassava, manihot) | -0.1 | ... | ... | -0.1 | 0.25 |
| Medicago sativa L . | Alfalfa (lucerne) | 0.0 | ... | ... | ... | $\ldots$ |
| Melinis minutiflora P.Beauv. | Molasser grass | 0.0 | ... | $\ldots$ | $\ldots$ | $\ldots$ |
| Morus alba L. | White mulberry | 0.0 | 0.2 | 0.2 |  |  |
| Musa spp. | Banana | 0.0 | 0.7 | 0.1 | 0.1 | 0.50 |
| Myrciaria cauliflora (Mart.) O.Berg | Jaboticaba (Brazilian grapetree) | 0.1 | -0.3 | 0.1 | 0.2 | 0.50 |
| Opuntia ficus-indica (L.) Mill. | Prickly pear (Indian fig) | 0.4/0.5 | 0.1/0.0 | 0.2 | 0.4/0.5 | $\begin{gathered} 0.75 / 1 . \\ 00 \end{gathered}$ |
| Oryza sativa L. | Rice | -0.2 | ... | ... | -0.2 | 0.00 |
| Panicum maximum Jacq. | Guinea grass | -0.1 | $\ldots$ | ... | ... | ... |
| Passiflora spp. | Passion fruit | 0.0 | ... | $\ldots$ | 0.2 | 0.25 |
| Pennisetum glaucum (L.) R.Br. | Millet | 0.0 | ... | $\ldots$ | 0.0 | 0.00 |
| Pennisetum purpureum Schumach. | Elephant grass | -0.1 | ... | $\ldots$ | ... | ... |
| Persea americana Mill. | Avocado | 0.1 | -0.6 | 0.0 | 0.2 | 0.50 |
| Phaseolus vulgaris L. | Bean | -0.1 | ... | ... | -0.1 | 0.00 |
| Phaseolus vulgaris L. | Pole bean | -0.1 | ... | $\ldots$ | ... | ... |
| Pinus spp. | Pine tree | 0.0 | 0.3 | 0.0 | 0.0 | 0.25 |
| Pisum sativum L. | Pea | -0.1/0.0 | ... | $\ldots$ | ... |  |
| Prunus persica (L.) Batsch | Peach | 0.1/0.0 | -0.2 | 0.0 | 0.2 | 0.75 |
| Prunus persica (L.) Batsch var. nucipersica | Nectarine | 0.3/0.5 | 0.0 | 0.3 | 0.3 | $\begin{gathered} 0.75 / 1 . \\ 00 \end{gathered}$ |

Table 3 - Best/more convenient value of lambda in Box-Cox transformation to normality, for each variable and crop, state of Sao Paulo, Brazil, 2007/08

| Species | Crop | Cultivated area | Plant stand | Number of plants | Production | Yield |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Psidium guajava L. | Guava | 0.1 | -0.1 | 0.1 | 0.3 | 0.50 |
| Pyrus communis L. | Pear | 0.4/0.5 | -0.1/0.0 | 0.2 | 0.4 | 0.75 |
| Ricinus communis L. | Castor bean | 0.0 | ... | ... | 0.2 | 0.25 |
| Rubus spp. | Blackberry | 0.4/0.5 | 0.1 | 0.2 | 0.2 | 0.25 |
| Saccharum officinarum L. | Sugar cane | 0.0 | ... | ... | 0.1 | 0.75 |
| Sechium edule (Jacq.) Sw. | Chayotte | 0.0 | ... | ... | 0.2 | 0.50 |
| Setaria italica (L.) P.Beauv. | Italian millet (foxtail millet) | 0.1/0.0 | ... | ... | 0.1 | 0.00 |
| Solanum gilo Req. ex Dunal | Scarlet eggplant | -0.1 | ... | ... | ... | ... |
| Solanum lycopersicum | Tomato (vine or indeterminate) | -0.1 | ... | ... | -0.1 | 0.25 |
| Solanum lycopersicum | Tomato for industrial processing (bush or determinate) | 0.0 | $\cdots$ | ... | 0.1 | $\begin{gathered} 0.25 / 0 \\ 50 \end{gathered}$ |
| Solanum melongena L . | Egg-plant (aubergine) | -0.1 | ... | ... | ... | $\cdots$ |
| Solanum tuberosum L. | Potato | 0.0 | ... | ... | 0.1 | 0.75 |
| Sorghum spp. | Forage sorghum | 0.0 | $\ldots$ | ... | ... | ... |
| Sorghum vulgare Pers. | Sorghum | 0.0 | ... | ... | 0.2 | 0.50 |
| Sorghum vulgare Pers. var. technicum | Sorghum for broom industry | 0.0 | ... | ... | ... | ... |
| Spinacia oleracea L. | Spinach | -0.1 | $\ldots$ | $\ldots$ | ... | ... |
| Spondias purpurea L. | Red mombin | 0.0 | 0.0 | 0.0 | 0.4 | 0.50 |
| Tectona grandis L.f. | Teak | 0.1/0.0 | 0.5 | 0.0 | 0.0 | 0.00 |
| Thea sinensis L . | Tea | 0.0 | 2.0 | 0.0 | 0.2 | $\begin{gathered} 0.75 / 0 . \\ 50 \end{gathered}$ |
| Triticum vulgare Vill. | Wheat | 0.1/0.0 | ... | ... | 0.1 | 0.25 |
| Triticum x Secale | Triticale | 0.1/0.0 | ... | ... | 0.1 | 0.25 |
| Vigna sinensis Endl. ex Hassk. | Black-eyed bean (black-eyed pea) | -0.1/0.0 | $\cdots$ | $\cdots$ | ... | $\ldots$ |
| Vitis spp. | Fine table-grape | 0.1 | -0.2 | 0.0 | 0.3 | 0.75 |
| Vitis spp. | Rustic grape | 0.3 | 0.5 | 0.4 | 0.3 | 0.50 |
| Zea mays L. | Corn silage | -0.1 | ... | ... | 0.2 | 0.25 |
| Zea mays L . | Maize (corn) | -0.1 | $\ldots$ | ... | 0.0 | 0.75 |
| Zea mays L. | Maize (corn) $2^{\text {nd }}$ harvest | 0.0 | ... | ... | 0.1 | 0.50 |
| Zea mays L. | Sweet corn | 0.0 | $\cdots$ | $\ldots$ | 0.0 | 0.25 |
| Zea mays var. everta | Popcorn | 0.2 | ... | ... | 0.2 | 0.25 |
| Zingiber officinale Roscoe | Ginger | 0.1 | $\ldots$ | ... | 0.2 | 0.25 |
| ... | Citrus nursery | -0.2 | 0.3 | 0.2 | ... | ... |
| $\ldots$ | Cut flower species | 0.1 | ... | ... | ... | $\ldots$ |
| $\ldots$ | Flowers and ornamental plants nursery | 0.1/0.0 | $\ldots$ | $\cdots$ | $\ldots$ | ... |
| ... | Forest species nursery | 0.0 | 0.1 | 0.3 | ... | $\ldots$ |
| $\ldots$ | Grass | 0.0 | $\ldots$ | ... | ... | $\ldots$ |


| $\ldots$ | Home garden | -1.2 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\ldots$ | Home orchard | -0.6 | 0.0 | -0.2 | $\ldots$ | $\ldots$ |

Table 4 - Best/more convenient value of lambda in Box-Cox transformation to normality, for each variable and crop, state of Sao Paulo, Brazil, 2007/08

| Species | Crop | Cultivated area | Plant stand | Number of plants | Production | Yield |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ... | Medicinal and aromatic plants | -0.2 | ... | ... | $\ldots$ | $\ldots$ |
| ... | Other annual species | 0.0 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| ... | Other forest species | 0.0 | 0.0 | 0.0 | 0.0 | 0.00 |
| $\ldots$ | Other fruit trees | -0.6 | 0.2 | -0.3 | $\ldots$ | ... |
| ... | Other fruits nurseries | 0.4 | 0.2 | 0.4/0.5 | $\ldots$ | ... |
| $\ldots$ | Other grasses for grazing | 0.0 | ... | ... | ... | $\ldots$ |
| ... | Other leguminous species for grazing | 0.0 | ... | ... | ... | ... |
| ... | Other nurseries | 0.0 | ... | ... | $\ldots$ | $\ldots$ |
| ... | Other vegetable crops | 0.0 | $\ldots$ | ... | $\ldots$ | $\ldots$ |
| ... | Pot flower species | 0.1 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| ... | Rubber tree nursery | 0.3 | 0.3 | 0.3 | $\ldots$ | $\ldots$ |

In general lines, the logarithmic transformation showed to be the best for cultivated area ( $53 \%$ of crops), number of plants ( $47 \%$ ), and plant stand ( $34 \%$ ). The square root transformation ( $\lambda=0.5$ ) in the case of number of plants, usual for count data, was indicated for only two crops, probably due to the fact that a very large number of plants are counted, not only success and failure trials, like in a binomial distribution (Tables 1, 2, 3 , 4). The most common value for productivity or yield was $\lambda=0.5$, the square root transformation (although it is not a case of count data and there is no evidence that yield follows a Poisson distribution). On the other hand, the most common value for production was $\lambda=0.2$, that is, the transformation given by $y^{(\lambda)}=5 \sqrt[5]{y}$. It is remarkable that in Cobb-Douglas production function modelling (COBB and DOUGLAS, 1928) for agriculture the logarithm of the production is taken in order to linearize (linear anamorphosis) the model before estimating the parameters. This procedure can at the same time make the production a normal and homoscedastic variable, in the cases the logarithmic transformation is convenient.

Also (Table 5), the mean is showed to be larger than median for cultivated area and production ( $100 \%$ of crops), number of plants ( $98 \%$ ), plant stand ( $94 \%$ ), and productivity or yield $(90 \%)$, whereas the median was larger than the mode for cultivated area ( $91 \%$ of crops), number of plants ( $87 \%$ ), production ( $85 \%$ ), plant stand ( $66 \%$ ), and productivity or yield (63\%).




Figura 1 - Percentage of crops (vertical axis) by lambda value for Box-Cox transformation (horizontal axis) and by agronomic variable, state of Sao Paulo, Brazil, 2007/08.

All the crops (100\%) exhibited positive skewness (heavy tail at right), and positive kurtosis for cultivated area, number of plants and production, and the same occurred in most crops for plant stand ( $98 \%$ ) and for productivity or yield (skewness in $90 \%$ of crops, and kurtosis in $95 \%$ of the cases). Negative or left skewness was observed in plant stand (tea), and in productivity or yield (sugar cane, cotton, Parana pine, yam, nectarine, pear, Indian fig and red mombin, but there is no evidence of any pattern or relationship among these cases). A few cases of negative kurtosis data indicate that the sample distribution of
yield has lighter tails and a flatter peak than the normal distribution in these crops (Parana pine, Indian fig, red mombin and fine table grape).

Table 5 - Comparison among location measures, and linear correlation coefficient among moments, for each variable, state of Sao Paulo, Brazil, 2007/08.

| Statistics | Cultivated <br> area | Plant <br> stand | Number <br> of plants | Production | Yield |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Mean > Median $(\%)$ | 100.00 | 93.62 | 97.87 | 100.00 | 89.87 |
| Median $>$ mode $(\%)$ | 91.47 | 65.96 | 87.23 | 84.81 | 63.29 |
| Skewness $>0(\%)$ | 100.00 | 97.87 | 100.00 | 100.00 | 89.87 |
| Kurtosis $>0(\%)$ | 100.00 | 97.87 | 100.00 | 100.00 | 94.94 |
| Correlation SD x Mean | 0.85 | 0.92 | 0.17 | 0.96 | 0.57 |
| Correlation Skewness x Coef. variation | 0.68 | 0.20 | 0.50 | 0.68 | 0.80 |
| Correlation Skewness x Mean | 0.05 | 0.17 | -0.13 | -0.02 | -0.14 |
| Correlation Skewness x Kurtosis | 0.86 | 0.20 | 0.06 | 0.92 | 0.93 |
| Correlation Kurtosis x Coef. variation | 0.35 | -0.08 | -0.05 | 0.46 | 0.84 |
| Correlation Kurtosis x Mean | 0.03 | 0.94 | 0.74 | -0.03 | -0.13 |

When the standard deviation varies proportionally to the mean, heterocedasticity may be assessed by calculating the linear correlation between standard deviation and mean among the different farms with each crop. This was not done in this paper, but the linear correlation was calculated between crops as a proxy (Table 5): high correlation was found for production ( 0.96 ), plant stand ( 0.92 ) and cultivated area ( 0.85 ), but lower for yield (0.57) and number of plants (0.17). Hence, a schematic classification of the variables is obtained by putting in the same column the variables with similar transformations and in the same line the variables with similar correlation between standard deviation and mean (Figure 2).


Figura 2 - Schematic classification of agricultural variables by transformation to normality and by correlation between standard deviation and mean, state of Sao Paulo, Brazil, 2007/08.

It is expected the high correlation between standard deviation and mean problem to be solved as a consequence of transformation to normality in all the variables, except for the number of plants, in which this question is irrelevant.

Skewness showed to be linear and positively correlated to kurtosis ( 0.86 ), to a lesser extent to the coefficient of variation (0.68), but not to the mean, in the cases of cultivated
area, production and yield. Skewness was averagely correlated to the coefficient of variation ( 0.50 ), but not to kurtosis and mean, for the number of plants. For plant stand, skewness showed to be little correlated to kurtosis, coefficient of variation and the mean.

Kurtosis is little correlated to coefficient of variation and the mean (cultivated area and production), or highly correlated to the coefficient of variation, but not to the mean (yield), or highly correlated to the mean, but not to the coefficient of variation (plant stand and number of plants).

These results for cultivated area suggest a distribution with heavy tail at right and extreme high values, from which one may infer a sample archetypal distribution (Figure 3). A distribution with heavy tail at right and extreme high values also follows for number of plants, production and productivity our yield, but for plant stand the values may be extremely high or low, according to the crop (as in banana, rustic grape and tea). The sample archetypal distribution fits well for number of plants ( $87 \%$ of the crops), production ( $85 \%$ ), plant stand ( $60 \%$ ), and productivity or yield (52\%).


Figura 3 - Archetypal distribution proposed for cultivated area.

## 4 Discussion

The main reason for non-normality in variables like the cultivated area, production, number of plants, plant stand and yield is the restriction given by the fact that they assume only strictly positive values.

Variability. The decision about how much to cultivate, in terms of area or number of plants, in order to produce a given amount, is a human responsibility, specifically a farmer's decision, according to his interests and the resources availability. Thus, these variables can take on extreme values, especially too high, resulting in large coefficients of variation for them, as well as heavy tails at right. Nevertheless, the cultivated area was
less variable than production (lower coefficient of variation in $91 \%$ of the crops ${ }^{11}$ ) because the land (and the corresponding productive soil properties) remains in the same place, does not change, except for very long periods of time, although the ownership of the land may vary, as well as the cultivated species. Therefore, the cultivated area depends only on a producer's decision, while production depends not only on that decision (through the expected productivity), but also on other environmental factors such as weather, pests, etc., that can reduce the potential productivity.

On the other hand, the variables productivity and plant stand, both defined as a ratio of two of the above three variables, are limited by the plant biology, the soil and weather conditions and the technological level. Hence, they cannot be easily established by the farmer as it is done for cultivated area. Usually, their coefficients of variation are smaller and their tails are less heavy, although asymmetric. It follows that variables such as yield and plant stand are "better behaved" than the other three, in the sense they exhibit minor discrepancies.

Skewness. The use of data from a fairly complete census, in this paper, which included commercial plantations, but also smaller crops for self-consumption, or for demonstration, or collection, explains the existence of lower values for the mode of these variables in relation to the median and the mean. However, when the cultivation is mechanized, large areas of monoculture can be planted, suggesting that in these cases the asymmetry can happen to the left. It would be interesting to verify, in some future work, if it happens now with soybeans planted in the Brazilian Midwest, but it is not the case in the state of São Paulo, where the average area of an agricultural production unit is equal to 63.3 ha , and where more than half of the units have up to 20 ha (TORRES et al., 2009). The majority of cultures showed productivity with positive skewness, which means the yield below the average is more likely than above the average. Consider the case of corn with skewness slightly above zero ( 0.18 ) while in a study in the United States it showed negative skewness (NELSON and PRECKEL, 1989). One possible explanation is the different technological level, which leads to very different average productivities: in 2007, the reference year for the data used in this paper, the average corn yield in Brazil was 3.79 $\mathrm{t} / \mathrm{ha}$, while in the US it was $9.46 \mathrm{t} / \mathrm{ha}$ (these values were calculated over data from FAOSTAT, 2007). The great variability of technological level, even among corn producers in the state of Sao Paulo, also may be because corn is a widespread culture: actually, most farmers have at least a small area, even if the corn is not important for his income.

The variables were quite regular on the fact they are not normally distributed, but unlike that, the skewness and especially the kurtosis, vary greatly in value. The high correlation between standard deviation and mean may indicate excessive asymmetry: the higher the average, the larger the maximum value, but lower values tend to be small, close to zero. Notwithstanding some crops may be typical of large producers and other may be typical of small ones, a census survey usually detect even very small planted areas of almost all crops. This seems to explain why the cultivated area has a high correlation between standard deviation and mean (0.85). Differently, the plant stand depends on each species and cultivation technique, not on the size of the area planted with that culture; this seems to explain why the number of plants does not show a high correlation between

[^4]standard deviation and mean (0.17). The estimated kurtosis is not linearly related to the estimated mean of the variables, except for number of plants and plant stand, wherein the larger the value of the variable, the heavier the tail of the distribution tends to be. On the other side, the kurtosis seems to grow with the variability (measured by the coefficient of variation) only for the yield.

Median. It follows that in all these variables, the median is shown to be a useful measure of central tendency or location, because it is less affected than the average by extreme values resulting from heavy tails of the variable distribution. Confidence intervals around the mean should be asymmetric on the original data, since they have to be calculated over data transformed to normality. In the case of direct modeling of these variables, where the tails are heavy, the estimation of minimum absolute deviation will work better than the usual least squares estimation, but the latter can be used if the data are transformed to normality before the estimates are calculated.

Distribution. The distribution suggested as archetypal, with positive skewness and mean $\geq$ median $\geq$ mode, is applicable for cultivated area ( $91 \%$ of the cases), number of plants ( $87 \%$ ) and production ( $85 \%$ ), but to a lesser extent for plant stand $(60 \%)$ and yield $(48 \%)$. Thus, the empirical results support the idea of the proposed theoretical archetypal distribution in many cases. Moreover, the shape of this distribution is consistent with a Beta distribution, as proposed by Nelson and Preckel (1989).

Criticizing papers on agriculture. At this point, a pertinent question (in the sense of apposite, relevant, applicable) and simultaneously an impertinent question (in the sense of rude) arises: do these results invalidate all the thousands of works and studies published in the last half century on agricultural issues, but did not considered the lack of normality of these variables? Obviously, this is not true for papers that have taken into account the issue of non-normality. Nor can they be invalidated the papers done with rigor and care about the other statistical aspects and whose conclusions were based on tests in which the null hypothesis was rejected with high significance. However, estimates of model parameters and variance analysis based on results with low significance may eventually have led to erroneous conclusions.

The chances of valid results are high in biological and physical sciences, applied to agricultural issues, usually based on data arising from carefully designed experiments measurements. It may not be the case in human sciences, applied to agricultural issues, commonly based in surveyed data from available real situations. Even if the problem is mitigated in econometric models, which generally use the logarithmic transformation, this paper strongly suggests special attention to the question of non-normality in future studies, mainly in agricultural economics.

## 5 Conclusions

The main conclusions are:
a) Agronomical variables, such as cultivated area, plant stand, number of plants, production and crop yield do not follow a normal distribution.
b) Non-normality, great variability, asymmetry and heavy tails of these agronomical variables are a consequence of several factors: restrictions to positive values; some variables are defined as the ratio of two others; farmer
decisions; environmental conditions (weather, pests, etc.); and technological level.
c) More adequate probability distributions should be used, like the Beta distribution or an archetypal distribution defined for non-negative values, with heavy tail at right, and mean $>$ median $>$ mode.
d) The Box-Cox transformation should be used on these agronomical variables in search for normality. Despite of the fact that each individual crop requires a particular transformation, some general results emerge from this paper: the logarithmic transformation is the best/more convenient in most cases for cultivated area, plant stand and number of plants, but root transformations perform better for crop production and yield.
e) The median is a useful measure of central tendency or location for these agronomical variables.
f) Least absolute deviations estimation should be preferred rather than minimum squares estimation when dealing with models for these agronomical variables without data transformation to normality.
g) Scientists and technicians are strongly recommended to deal with the question of non-normality of the data before the analysis and the conclusions of their reports.
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- RESUMO: As distribuições de probabilidade de algumas variáveis agronômicas, a saber, área plantada ou cultivada, número de plantas, densidade de plantio (número de plantas por hectare), produção e produtividade (produção por hectare) foram estudadas e caracterizadas, usando dados censitários. A hipótese de normalidade foi rejeitada para todas as variáveis e todas as culturas. A principal transformação para normalidade foi a logarítmica, seguida de transformações por raiz. Uma distribuição arquetípica foi sugerida para área plantada: definida para valores não negativos, com cauda pesada à direita, média > mediana > moda. Ela mostrase relevante para a própria área plantada ( $91 \%$ dos casos), número de plantas $(87 \%)$ e produção (85\%), um pouco menos para densidade de plantio (60\%) e produtividade (48\%).
- PALAVRAS-CHAVE: Teste para normalidade; transformação de Box-Cox; assimetria e curtose; dados agrícolas.
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